PREM

Prem Studio
Technical Report

Prem Studio is an easy-to-use, Al-powered, full-stack platform for building generative-Al solutions
with open-source small language models (SLMs) that target task-specific applications. This white
paper introduces the core capabilities of the Studio—data augmentation, fine-tuning, evaluation, and
a chat playground and traces typical user journeys that highlight where Prem Studio can serve as an
economical alternative to comparable offerings.
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Introduction

Prem Studio empowers teams to build, fine-tune, and deploy open-source small language models (SLMs)

that outperform closed-source giants like GPT-40 on specialized tasks—at 10—-50x lower inference costs.

With automated data augmentation, model diagnostics, and transparent evaluation, it streamlines the

journey from raw data to production-ready Al, while ensuring data sovereignty and reproducibility.

O $1k-2k 1-2 weeks
®

$ ~02-05kUSD

Prem

© G

$ ~05-15kUSD

Dataset Refine

Fine-tune 30+ open source
models - Supervised or
Reinforcement Learning - With
Agents Setting up Experiments

Ingest & auto-clean enterprise
knowledge bases, databases,
chats & more - Automatically

©® ~ 50K USD 8 - 12 Weeks
®

Without Prem

© GZD

$ =~ $27 k labour + S8 k GPU
& 2 ML Eng, 1 MLOps

Dataset Refine

$ =~ $18k labour
2, 1Data Sci, 1ML Eng

¢ Manual data collation & PII
scrub

¢ Hand-label & create train/
valid/test splits

* Version bookkeeping in shared
datastores

* Provision GPUs & build env

e Full-model fine-tune (7-13 B)

¢ Manual hyper-param grid
search

Prem Technial Report Summary

Section

Open Models (Mistral, Llama, Falcon)

Evaluate O Deploy o

$ ~01-02KUSD $ Free

Evaluate models on custom
rubrics against base models and
other experiments - No coding
needed

One-click deploy, autoscale, audit
& compliance baked-in.

© CTD

$ = S8 k labour + $1k infra

C) 1 D2y

$ = $6 k labour + $2 k GPU
2 1Data Sci

Evaluate Deploy

2 1 MLOps (ongoing)

* Assemble eval dataset &
prompts

e Run accuracy/F1 scripts

e Manual review & reporting

* 1MLOps (ongoing)

e Stand-up serving infra &
autoscaling

 Security / compliance sign-off

Advantages of Prem Studio

Core Platform

Al-powered full-stack platform for task-
specific SLM solutions (1356M-7B params).

Economical alternative to closed-source
models; integrates data, training, testing in
one environment.

10-50x lower inference costs; 100% token-

Fine-tuned SLMs (Qwen 0.5B-7B) achieve

Slot Filling

I Prem Studio Technical Report

94-97% accuracy vs. GPT-40 (52%).

level correctness; snapshot versioning for
reproducibility.
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Invoice Extraction

Enterprise Support
Replies

Reasoning FT (GRPO)

General Workflow

Critical Insights

Qwen 15B achieves 92% exact-match (vs.
GPT-40’s 93%); minor boundary errors.

Synthetic data (500-+3k samples) boosts
alignment scores by 15% (53%->68%).

GRPO fine-tuning yields 90% accuracy with
auditable rationales (vs. GPT-40’s 60%).

End-to-end journey: data » augmentation >
fine-tuning > evaluation » deployment.

On-prem/VPC deployment for data
sovereignty; sub-cent inference costs;
handles noisy OCR data characterized by
dense entity extraction and numerous
overlapping fields, which often introduce
ambiguity and complexity.

Augmentation acts as regularizer; 68%
competitive for subjective tasks; eliminates
third-party API privacy risks.

Explainable Al for compliance; avoids "black-
box" decisions; PHI kept on-prem; sub-cent
inference.

Cost/time efficiency:<br>- Synthetic gen in
30 mins<br>- Retraining in hours (not
days)<br>- Single environment lifecycle.

1. SLM Superiority: Task-specific SLMs consistently outperform larger closed models (e.g., 97% vs. 52% in

slot filling).

2. Data Augmentation Impact: 6x synthetic data expansion improves alignment scores by 15% in support

tasks.

3. Cost Efficiency: SLMs reduce inference costs 10-50x vs. GPT-40 while matching quality.

4. Security: On-prem deployment eliminates data-sovereignty risks (e.g., invoices, PHI).

5. GRPO Value: Reasoning FT provides auditable rationales crucial for regulated domains (healthcare).

Performance Benchmarks

Slot Filling
Invoice Extraction
Support Replies

Diagnosis Verification

*Subjective metric
(intent alignment, tone)

Qwen 7B 97%
Qwen 15B 92%
Qwen 7B (Aug) 68%*
Qwen 3B (GRPO) 90%

I Prem Studio Technical Report

GPT-40-mini
52% 27%
93% 96%
36% 30%
60% 50%
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Here is the graph that compare Prem Fine-tuned SLMs with OpenAl models.

Task Level Comparison
® Prem Studio (Best SLM) OpenAl GPT-40

100

80 ..:::. ...:.. (XX X XX J

60

40

Task Performance %

20

Invoice Extration Slot Filling Support Tickets Medical Judgement

Recommendations

Use SFT for style/fuzzy tasks (e.g., support replies).

Prefer GRPO for verifiable tasks requiring rationales (e.g., medical diagnosis).

Augment data when labeled samples <ik.

* Choose Qwen 1.5B-3B for balanced cost/accuracy in production.

Here is how the advantage gains looks like across different use cases:

I Prem Studio Technical Report
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Prem Studio Advantage Across Evaluated Tasks
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Cost

As we’ve shown, Prem Studio enables highly capable fine-tuned SLMs across a range of tasks. What

makes it even more compelling is the cost efficiency built into every stage of the development cycle.

Inference Cost: Prem vs. OpenAl

® Prem Studio (Best SLM) OpenAl GPT-40
$20.00
40
=)
n
=)
2
2
i) $1.50
=
o)
(o
®
o]
o
10
$0.40
0000000000O0OCGCOCO
O 0000000000O0OCGCOCO
Prem SLM GPT-40 mini GPT-40
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1. Prem Studio Feature Set

Prem Studio comes with four main features:

11 Datasets and Augmentation
Prem Studio accepts training data in standard “OpenAl JSONL” format. Once ingested, the platform can

¢ Auto-split each dataset into training and test partitions and preserve versioned snapshots.

¢ Generate synthetic samples that mirror the linguistic and semantic qualities of the source data,

expanding coverage for downstream training without manual labeling effort.

111 Human-in-the-loop Knowledge Injection

While Prem Studio supports traditional data ingestion (e.g., JSONL, labels, etc), many enterprise users
possess unstructured domain expertise that isn't codified in datasets. To bridge this, we are developing

workflows where domain experts are prompted in adaptive loops to extract tacit process knowledge.
This may involve:

e Structured knowledge prompts that elicit examples, edge cases, common pitfalls, and heuristics.

¢ Interactive surveys or chat-based interviews that evolve based on previous responses (akin to active
learning).

¢ Using feedback interfaces during evaluation to capture user preferences, which are turned into reward
functions or fine-tuning signals.

These elicited artifacts can be:
e Turned into synthetic data examples (via Studio Enrich),
* Used to guide reward shaping in GRPO,

¢ Or form the basis of custom evaluation rubrics.

In future releases, we aim to support domain-knowledge modeling via templates, knowledge cards, or

decision-logging tools that turn expert tacit knowledge into structured training input.

I Prem Studio Technical Report
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1.2 Small Language Model Fine Tuning

After a dataset snapshot is chosen, users may fine-tune SLMs ranging from roughly 135 million to 7 billion
parameters. The workflow is orchestrated by the Studio’s analytical engine, which inspects the dataset,

produces a diagnostic report, and recommends suitable base models.

Two fine-tuning paradigms are available:

Updates all model weights for maximum

Supervised FT Full )
task alignment.

Injects lightweight rank-adaptation matrices;
memory-efficient and faster.

LoRA

Optimizes a model not only for task
Reasoning FT GRPO completion but also for step-by-step
rationale generation.

Multiple experiments can run concurrently, and progress is displayed in a dedicated training dashboard.

1.3 Evaluation Suite

The evaluation module lets users benchmark any fine-tuned model against proprietary or closed-source
systems. Users define the scoring rubric, e.g., accuracy, faithfulness, reasoning trace quality and the Prem
Studio Judge applies those criteria to produce:

¢ A leaderboard of all submitted models.

* Detailed views showing individual example evaluations and the Judge's step-by-step reasoning process
on how the score is being given.

User can launch multiple such evaluation experiments with their own scoring rubrics and accordingly
optimize model fine-tuning process.

14 SLM /LLM Playground

The chat playground provides an interactive surface for ad-hoc probing of both open-source and
commercial models. Prompts, system settings, and sampling parameters are adjustable, enabling rapid

qualitative inspection before a deployment decision is made.

I Prem Studio Technical Report 9
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2. User Journeys

In this section, we are going to explore different end to end user journeys and show how Prem Studio can
be an effective tool to build those use case in the most intuitive way possible. Here is a detailed info on

how does typical journey looks like:

1. Data Scientist uploads a limited domain dataset » augments it to 10x size » fine-tunes two 1.3B
parameter models—one full, one LoRA » compares on custom rubric > selects the higher-performing

checkpoint for staging.

2. Data Scientist with large labeled corpus launches parallel fine-tuning jobs across a range of model
sizes and tuning strategies > tracks training metrics and validation scores in real time > uses the
evaluation module to systematically compare generalization and reasoning ability » narrows down to

the most promising variant for integration and downstream testing.

3. Product Engineer evaluates a closed-source vendor model and a Prem-tuned SLM side-by-side >
playground tests edge cases > observes comparable quality with lower inference cost » proceeds to

integrate the Prem variant.

These scenarios illustrate contexts in which Prem Studio may offer cost or workflow advantages while

keeping the entire development lifecycle—data, training, testing, and iteration—within a single environment.

21 Slot Filling

This section shows that Fine Tuned Small Language Models can significantly outperform Large

Language Models on various Tasks

To demonstrate how Prem Studio streamlines a classic natural-language—understanding task, we
conducted an end-to-end experiment on slot filling using the ATIS corpus (3 000 utterances of airline-
travel queries). The corpus was imported as a single JSONL file whose lines pair the user’s sentence with

BIO-encoded token labels (e.g., B-from_city, I-depart_time).

211 Data onboarding and versioning

The platform’s ingestion wizard automatically parsed the JSONL payload, stratified it into training and
validation splits, and preserved an immutable snapshota checksum-tracked artifact that lets us reproduce
or branch the dataset at any point in the future. No manual bookkeeping was required; the data lineage is

captured in the Studio metadata ledger.

21.2 Model selection via Studio fine-tuning intelligence

Prem’s analytic layer inspected the snapshotlooking at sequence length distribution, slot cardinality, and
label entropyand suggested a spectrum of open-source “Small Language Models” whose parameter

counts range from 0.5 B to 7 B.

I Prem Studio Technical Report 10
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For this study we accepted the recommendations and launched parallel training jobs for:

Each run applied supervised fine-tuning with an AdamW schedule and a token-level cross-entropy
objective.

Baseline Parameter Count

Qwen 25-05B 500 M
Qwen 25-15B 15B
Qwen 25-3B 3B

Qwen 25-7B 7B

21.3 Evaluation

Upon convergence, the checkpoints were queued in the Evaluation Suite alongside two reference baselines
gpt-40 and gpt-4o0-mini. An evaluation prompt (visible in the accompanying figure) instructed the Judge
model to verify whether a candidate prediction fully aligned with the ground-truth label sequence.

& studio.premai.io

& Evaluation Details

© Datasets FT SLMs vs OpenAl  compieted

[ 6119febe-f381-4e05-a 1c + = enormous « & fiight ner dataset

 Finetuning

Evaluation Prompt
@ Evaluations

Evaluate whether if the assistants response is complete, and matches with the reference answer.
) Playground

» APIKeys
Average Scores

@ Stats
ft-qwen2.5-0.5b ft-qwen2.5-1.5b-f05b832a-b765-4b6e-9096-d5a2211e76da ft-qwen2.5-3b-a51;

& Billing
Average Score: % Average Score: 97% Average Score:

ft-qwen2.5-7b- 412 4 gpt-40 gpt-4o-mini

Average Score: % Average Score: % Average Score:

Results per Datapoint

ft-qwen2.5-0.5b- ft-qwen2.5-1.5b- ft-qwen2.5-3b- ft-qwen2.5-7b-

CrEpEIB QT ) 9481091 105b832a 25138697 4aleddcs

does midwest express serve indianapolis 100% 100% 100% 100%
what northwest flights stop in denver 100% 100% 100% 100%
does continental fly from boston to san francisco with a stop in denv... 100% 100% 100% 100%
is there a delta flight from denver to san francisco 100% 100% 100% 100%
could you please give me information concerning american airlines ... 100% 70% 80% 100%
show me the flights leaving saturday or sunday from milwaukee to p... 100% 100%
list all american airlines flights from phoenix to milwaukee on wedne... 100% 100%
please give me the flights available from boston to pittsburgh on we... 100% 100%

sunday 's flights between tampa and charlotte 30% % 100%

I Prem Studio Technical Report 1
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™ Finetuning Results

The resulting leaderboard (see screenshot) reveals:

¢ Average accuracy : for the Fine Tuned Qwen checkpoints ranges between
94 % and 97 %.

¢ Relative Accuracy : The reference baselines report under identical scoring criteria.
> gpt-40 = 52 % (gpt-40)
> gpt-40-mini = 27 % (gpt-40-mini)
> Prem Fine Tuned Qwen = 94%
» Per-utterance drill-downs highlight that the larger Qwen variants sustain 100 % token-level

correctness on the majority of validation samples, whereas the baselines show variability
across certain slot types.

Because the evaluation is performed at constant temperature and identical token budgets, these

findings underscore how task-specific supervision can narrow or invert the quality gap between

closed- and open-weight models, while materially lowering inference overhead.

21.4 Additional Considerations

Running a 500 M—-parameter checkpoint on commodity GPUs or even modern CPUs typically incurs single-
digit milliseconds per query, enabling sub-cent-level inference costs at moderate throughput. Moreover,
the snapshot-centric workflow guarantees that future data expansions such as synthetic augmentation or
error-driven relabelingcan be folded back into training without losing reproducibility.

In sum, this slot-filling case study illustrates how Prem Studio moves from raw data to deployment-ready
models in a few guided steps, combining principled dataset management, automated model curation, and
rigorous, transparent evaluation.

2.2 Structured Invoice Extraction with a Lightweight SLM
I This section shows the potential of using very Small Language Models for Knowledge Distillation

This example traces how Prem Studio turns a corpus of OCR-derived invoices into a production-ready
model that emits structured JSON. Each record in the dataset contains:

¢ Raw text: free-form content captured from an invoice scan (often noisy, variable in layout, and rich in
domain-specific terms).

¢ Target schema: a small JSON template that names the fields to be extracted, e.g., "vendor" , "to", and

"total_amount" (see the figure below).

I Prem Studio Technical Report 12
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Mo« > o & studio.premai.io o

Conversation details

('System prompt )

You are a helpful assistant whose job is to extract json from a given raw text which will have the same keys as specified by the user.

User message

Given this raw text: " AF&G AVRETT, FREE & GINSBERG, INC. 800 Third Avenue « New York, NY 10022 « (212) 832-3800
DUE DATE 3/07/94

TO: HARLEY DAVIDSON SEAN BYRNE 1 PARK AVENUE 17TH FLOOR NEW YORK NY 10016-5896
CLASSIFICATION: MISCELLANEOUS * FINAL BILLING * PAGE 1

055HLD-34096

TO COVER COSTS TO RESEARCH COMPETITIVE ADVERTISING FROM 1985 TO PRESENT.
VENDOR COMM NON-COMM SALES TAX TOTAL AMOUNT AMOUNT INCURRED

OTHER (SPECIFY) 250.00 .00 20.63 270.63

JOB TOTAL 250.00 .00 20.63 270.63

.00X COMMISSION .00

TOTAL DUE 270.63

RECEIVED 2/34/1994

ESTIMATED AMOUNT: 378.88 YEAR-TO-DATE BILLINGS: 270.63 BALANCE ON ESTIMATE: 108.25

{
“vendor": "string", // Name of the vendor
“to": “string", // Recipient of the billing
“total_amount": "number" // Total amount billed

}

Assistant response

“vendor": "AF&G AVRETT, FREE & GINSBERG, INC.",
“to": "HARLEY DAVIDSON SEAN BYRNE",
"total_amount": 270.63

@ Uncategorized @ Validation

The objective is to train a model that reproduces that schema faithfully, populating each key with the
correct value from the text.

2.21 Data onboarding

The invoice corpus ingested as a single JSONL file comprised roughly 5 k training examples with an
additional validation tranche. Prem Studio automatically parsed the payload, stratified it into train /
validation splits, and check pointed an immutable snapshot, ensuring that every subsequent experiment
references the exact same data state.

2.2.2 Model selection via Studio fine-tuning intelligence

During snapshot analysis, the platform inspected sequence lengths, dataset quality, value distributions, etc
and suggests potential models for fine-tuning. In this case we will be using Qwen 0.5B, 1.6B, 3B and 7B.

Supervised fine-tuning in Prem studio comes up with two variants, as follows:

1. Supervised full fine-tuning: Here, all the model parameters are updated. This method gets slower with
increase in base model parameter (example 7B parameter) and larger datasets. However this tends to
be more accurate.

I Prem Studio Technical Report 13
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2. Parameter efficient Fine-tuning: This is much faster than full fine-tuning. We use LoRA based methods
under the hood, which adds a small amount of trainable parameters to the base model. When working
with this model we might need to more experiments tweaking how long we want to train it and
complexity of the dataset. Because there are cases where for complex scenarios, it might not be fully
accurate and in those case supervised full-finetuning is the way to go.

In this example, we are going to consider these four base models, and we will be fine-tuning them using
both the methods and compare results.

Small enough for CPU-class inference;

Q 25-05B 500 M
wen useful when latency budgets are tight.

Qwen 25-158 158 Of'fgrs a mr?lr.gm of repres§ntat|onal capacity
while remaining GPU-optional.
A balanced “middle tier” model—large

Qwen 25 38 3B enough to cap?ture nuar?ce.d patterr'\s and
reasoning chains, yet still fits on a single
GPU or comparable cloud instance.

Qwen 25 7B 78 Highest-capacity SLM in this lineup; delivers

the best accuracy and generalisation.

Both checkpoints were fine-tuned with supervised cross-entropy on the token-level JSON representation,

using teacher-forcing to preserve key order and type fidelity.

2.2.3 Evaluation

Upon convergence, the checkpoints were queued in the Evaluation Suite alongside two reference baselines
gpt-40 and gpt-4o0-mini. An evaluation prompt (visible in the accompanying figure) instructed the Judge
model to verify whether a candidate prediction fully aligned with the ground-truth label sequence.

Fine—tuning method Avg. Exact-Match

Qwen2505B Full 74 %
Qwen2515B Full 92 %
Qwen 25 3B Full 93 %

I Prem Studio Technical Report 14
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Qwen257B Full 95 %
Qwen 25 05B LoRA 25 %
Qwen2515B LoRA 90 %
Qwen253B LoRA 91%
Qwen257B LoRA 95 %
gpt-4o-mini - 96 %
gpt-4o0 LoRA 93 %

Or in terms of graph the evaluation looks like this:

Exact-Match Accuracy of Full vs LoRA vs GPT Models

@® Prem Studio (Best SLM) ® LoRA OpenAl GPT-40
96%
100 . 93%
000000 000000 (X X XXX ]
000000 000000 000000 o000O0O (X X XXX ]
000000 000000 000000 000000 o000O0O (X X XXX ]
000000 000000 000000 000000 o000O0O (X X XXX ]
80 ssesss soooss soiile ssssss ssssss ssseee
< ssesss sooass soiise ssssss ssssss ssseee
° ssesss soooss soiise ssssss ssssss ssseee
B 000000 000000 000000 000000 000000 o000O0O (X X XXX ]
(8] 000000 000000 000000 000000 000000 o000O0O (X X XXX ]
(92] 60 000000 000000 000000 000000 000000 o000O0O (X X XXX ]
c 000000 000000 000000 000000 000000 o000O0O (X X XXX ]
(6] 000000 000000 000000 000000 000000 o000O0O (X X XXX ]
"(-'6 000000 000000 000000 000000 000000 o000O0O (X X XXX ]
E 000000 000000 000000 000000 [ X XXX ] (X X XXX ]
T 000000 000000 000000 000000 [ X XXX ] (X X XXX ]
-i(-') 000000 000000 000000 000000 [ X XXX ] (X X XXX ]
I 40 000000 000000 000000 000000 [ X XXX ] (X X XXX ]
< 000000 000000 000000 000000 [ X XXX ] (X X XXX ]
(N1} 000000 000000 000000 000000 [ X XXX ] (X X XXX ]
000000 000000 000000 000000 [ X XXX ] (X X XXX ]
[ X XXX ] (X X XXX ]
(X X XXX ]
ssesee
20
ssesee
(X X XXX ]
[ ] [ X ]
[ ] [ X ]
ssesee
0
N Q Q Q ,
o o ) A o o ) A N
2y Wy & & Ly Wk & & < »°
¢ & ¢ < NN NN G KGO WYY QS X
<& & T o @ \(OQ,V & T TS 8

The evaluation clearly highlights how model size and fine-tuning strategy interplay to influence
performance. Full fine-tuning scales predictably with parameter count, while LORA becomes competitive
once the base model has sufficient capacity—typically from 1.5B upwards. Notably, the 7B LoRA model
matches the accuracy of its fully fine-tuned counterpart, suggesting that parameter-efficient methods can
offer high performance at lower compute cost when applied to capable architectures. In contrast, smaller

models (e.g., 0.5B) show clear limitations, especially under LoRA, where they underperform significantly.
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This reinforces that for structured tasks like field extraction, both model expressiveness and the tuning

method must be jointly optimized.

D« © & studio.premai.io m
& Evaluation Details
i }
Datasets Invoice testing  completed
@ 34f15524-c3c7-4341-b61f-93d86111dbaf Invoice extraction dataset Invoice extraction dataset 1
Finetuning
Evaluation Prompt
B Evaluations
Evaluate whether if the assistants response is accurate, and matches with the reference answer or not
Playground
APl Keys
Average Scores
Stats
ft-qwen2.5-0.5b-c40e6144-8ff6-defd-95b1-77808522ff7b ft-qwen2.5-1.5b-8306cf8-7ef8-40c2-974c-ef6de8ea76de gpt-do
Billing
Average Score: 74% Average Score: 92% Average Score: 93%
gpt-4o-mini
Average Score: 96%
Results per Datapoint
Datapoint (User Message) ft-qwen2.5-0.5b-c40e6f44 ft-qwen2.5-1.5b-f8306cf8 gpt-40 gpt-40-mini
Given this raw text: Foster, Wells and Martin Address: 80626 Gates ... 100% 100% 100% 100%
Given this raw text: I'm unable to extract text from images directly. H... 100% 100% 100% 100%
Given this raw text: " ARGUS RESEARCH LABORATORIES, INC. 935 ... 100% 100% 100% 100%
Given this raw text: ™" KB&A Kevin Berg and Associates, Inc. 640 N. ... 50% 100% 100% 70%
Given this raw text: " Ted Bates & company, inc./advertising 1516 Br... 100% 100% 100% 100%
Given this raw text: * CREDIT DATE 01/27/95 VENDOR NO: 00-057... 70% 60% 100% 100%
Given this raw text: ™" - Ted Bates new york/advertising BROWN & ... 100% 100% 100% 100%
Given this raw text: ™ BAKALIMA SDN BHD Company No: 137734-T ... 60% 100% 100% 100%
% Given this raw text: ™ Lorillard A Division of Loew's Theatres, Inc. IN... 100% 100% 100% 100%

2.2.4 Additional notes

While gpt-40-mini marginally outperforms the top-performing open-weight models in terms of exact-
match accuracy, the gap is narrow—and can be effectively closed with a well-tuned LoRA adapter on a 7B
model or a fully fine-tuned 3B parameter model. This result is particularly notable given the operational
advantages: LoRA-tuned checkpoints offer near-parity in quality at a fraction of the training cost, and

inference remains cost-efficient even on commodity GPUs.

More importantly, all open-weight models can be self-hosted, preserving data locality and compliance
guarantees—crucial for sensitive fields like invoices and PIl. The ability to deploy entirely within a VPC or
private cluster makes Prem-tuned models a strong alternative to closed black-box APls, especially in

regulated domains.

2.3 Scaling Customer-Support Replies with Data Augmentation
I This section shows the impact of Data Augmentation in Model Fine Tuning

Modern support teams face thousands of inbound tickets that differ in tone, urgency, and domain

vocabulary.

I Prem Studio Technical Report 16
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Crafting tailored responses by hand is labor-intensive; yet deploying a large, closed-source model for every

reply raises cost and privacy concerns. In this study we show how Prem Studio turns a small, 500-row

corpus of real customer tickets into an economical, task-specific language modelillustrating both the value

of synthetic augmentation and the nuances of evaluating “soft” criteria such as helpfulness and tone.

2.31 Data onboarding and Augmentation

The raw datasetimported as a single JSONL filepaired each user request with a concise, professional reply.

After snapshotting the original 500 examples, we invoked the Studio Enrich pipeline to generate style-
consistent paraphrases, scenario permutations, and placeholder substitutions. Roughly 30 minutes later

the corpus had expanded to = 3 000 entries, each clearly tagged as synthetic so analysts could filter or

rollback with confidence. Crucially, snapshots preserved both versions, allowing us to branch experiments

without proliferating separate datasets.

& classic boa

@ Datasets classic boa 3050
Finetuning
Evaluations Uncategorized
Playground

System
API Keys

Stats

Billing

Results 3001 - 3015 of 3020

2.3.2 Fine-tuning

You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...
You are a helpful assist...

You are a helpful assist...

& studio.premai.io

© Training © Validation

User message

Need urgent with our platform i ion failure

Our content system is ing delays and formatti...

I'm looking for digital strategy solutions to improve our B2B lead generation effor...

I'm interested in exploring Al-powered solutions for customer service automatio...

Our company website has been experiencing slow load times and occasional do...

Our virtual event platform is experiencing audio issues during webinars with mor...

The machine learning algorithm in our predictive maintenance software is gener...

Our business intelligence dashboard is showing significant discrepancies betwe...

We need guidance on implementing GDPR-compliant data collection practices f...

We're experiencing data synchronization issues between our mobile app and we...

The Al-powered recommendation engine in our retail platform is producing irrele...

We're seeing discrepancies in the user engagement metrics which appears to b...

The machine learning model for customer churn prediction has stopped providin...

Dear Support Team, I'm having trouble with the customer segmentation tool follo...

Network security vulnerability detected, immediate response needed

@ snapsnos

Assistant response

1 acknowledge your urgent request regarding the e-commerce platform integrati...

Thank you for reporting the issues with your content management system follow...

Dear <names>, thank you for your interest in our digital strategy solutions for B2B...

Dear <names, thank you for your interest in Al-powered customer service autom...

| understand your concern about the website performance issues. To help diagn...

1 understand the audio issues you're experiencing with your virtual event platfor...

Thank you for reporting this issue with your predictive maintenance software's ...

Thank you for reporting this issue with your business intelligence dashboard fol...

1 can provide guidance on implementing GDPR-compliant data collection practic...

1 understand you're facing data synchronization issues between your mobile app...

Thank you for bringing this issue with your Al recommendation engine to our att...

Hello <name>, we are it ligating the di:

ies in your user

I'm investigating the accuracy issues with your machine learning model for cust...

<name> acknowledges your message regarding issues with the customer segm...

Please treat this network security vulnerability as a high priority. Kindly provide ...

201

Q Autosplit +

Data type

(‘synthetic )

(‘synthetic )

(‘synthetic )

Fine-Tuning Intelligence scanned the augmented snapshot and recommmended a single, versatile backbone;

Qwen 2.5-7Bon the grounds that it balances expressive capacity with commodity A10-class GPU

economics. Two parallel runs were launched:

I Prem Studio Technical Report
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No-Aug 500 originals Baseline to gauge raw data ceiling

Aug + 3K 500 originals + 2 500 synthetic Tests impact of enrichment

Both jobs completed overnight. Loss curves indicated smoother convergence for the larger corpus,

suggesting that the synthetic examples acted as regularisers rather than noise.

2.3.3 Evaluation

Tickets were scored by the Prem Studio Judge against a rubric that emphasises intent alignment,
professional tone, and correct placeholder handling criteria that admit multiple valid phrasings. On the
held-out set the leaderboard read:

Checkpoint Mean Alignment Score*

Qwen 7B Aug 68 %
Qwen 7B No-Aug 53 %
gpt-4o 36 %

gpt-4o-mini 30 %

See the figure below to understand the evaluation in more details

& studio.premai.io

¢ Evaluation Details

1 ]

© Datasets Customer ticket replies Evaluation compieted

740cT44c-c01-4647-gbbc-bee333341956 + © classicboa « & data-no-augmentation
< Finetuning

Evaluation Prompt
Evaluations

You are evaluating how well a generated response aligns with a reference in a professional support context. Focus on whether the response conveys the same overall purpose,
provides the key information or actions requested, and maintains a professional and helpful tone. Minor differences in structure, phrasing, or extra clarifying details are
acceptable if they serve the user’s needs. The response doesn't need to be exact-if it captures the intent, handles placeholders appropriately, and reads clearly, it
deserves a good score.

) Playground

5 APIKeys
0 stats
Average Scores
& Billng
ft-qwen2.5-7b-0fa7764e-lacc-4364-ab41-5ad1495e734b ft-qwen2.5-7b-ch5f1dd3-a806-42f1-a222-5649302ca230 gpt-40

Average Score: % Average Score: 3 Average Score:

Errors: 1 Errors: 1 Errors:

gpt-do-mini

Average Score:

Results per Datapoint
Datapoint (User Message) ft-qwen2.5-7b-0fa7764e f-qwen2.5-7b-cb5fldd3 gpt-do-mini
Hello Customer Support, | am inquiring about the data analytics serv...
I 'am inquiring about the installation of a new data visualization tool t...
Is it possible to get details on integrating Smart-Gartenbewésserung...
Irequire assistance with integrating Smartsheet Elasticsearch 713 in...
1am reaching out to report an issue with our data analytics platform....
To Whom It May Concern, | am contacting you to report a possible d...

1'am encountering a problem with my invoice. The amount shown on...
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2.3.4 Few Observations
Few observations while we doing the experiment:

¢ Augmentation matters. The 15-point lift confirms that diversified training signals help the model

generalise to unseen ticket themes and phrasing styles.

* 68 % is competitive for a subjective metric. Unlike slot filling or invoice totalswhere an answer is
unequivocally right or wrongcustomer support quality is graded on nuance. Minor re-orderings, extra
courtesy sentences, or alternative synonyms can still earn partial credit. In manual spot-checks many

I”

“partial” scores were perfectly acceptable replies that simply diverged from the reference wording.

¢ Cost and control. Running a single 7 B checkpoint in production is orders-of-magnitude cheaper than

calling closed models on every ticketeven before considering data-sovereignty advantages.
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3. Reasoning fine-tuning

This separate section is dedicated for reasoning and understanding how and when to use reasoning in the
generative Al use cases. We will also be sharing our knowledge and experiences on why sometimes,
reasoning might not be the best way to go and might be less superior than Supervised Fine-tuning.

31 Creating a judge model that evaluates Patient diagnosis

Our objective was to build an Al judge that reads a clinician’s case note and decides whether the final
diagnosis is CORRECT or INCORRECT. Each training record therefore contains:

¢ the free-form clinical narrative;
* a single token CORRECT or INCORRECT representing the ground-truth verdict.

Because no step-by-step rationale is supplied, a purely supervised model tends to memorise linguistic
shortcuts: it can hit high accuracy yet give the user no insight into why a case was accepted or rejected.
Reasoning fine-tuning, by contrast, encourages the model to emit an explicit <think> ... </think> block

before revealing its verdictmaking the decision auditable by medical staff.

3.2 Data pipeline and model choice

We ingested 1 566 notes in JSONL form, autosplit them into a 90 % training slice and a 10 % validation slice,
and snapshot-hashed the artefact for future reproducibility.

D <« e & studio.premai.io € 125%

Conversation details

('system prompt )

Given a clinical note, your job is to only mark the note as either 'CORRECT" or 'INCORRECT".

User message

Clinical Note: 0 0 A 22-year-old female college student presents to the clinic with complaints of intense vaginal itching and a painful sensation
when urinating. 1 She also notes that she has felt more lethargic and has additionally been experiencing recent fevers and headaches. 2 She says
that she is sexually active and occasionally uses condoms. 3 On physical exam, she is found to have red, vesicular ulcers on her labia that are
painful to palpation and tender inguinal lymphadenopathy. 4 Herpes simplex virus type 1is the causative agent. 11.0 2 causalOrganism 3 4.0 4
Herpes simplex virus type 1is the causative agent. 5 Herpes simplex virus type 2 is the causative agent. 6 A 22-year-old female college student
presents to the clinic with complaints of intense vaginal itching and a painful sensation when urinating. She also notes that she has felt more
lethargic and has additionally been experiencing recent fevers and headaches. She says that she is sexually active and occasionally uses
condoms. On physical exam, she is found to have red, vesicular ulcers on her labia that are painful to palpation and tender inguinal
lymphadenopathy. Herpes simplex virus type 2 is the causative agent.

Assistant response

CORRECT

@ & Uncategorized @ Validation
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Fine-Tuning Intelligence recommended a single backboneQwen 2.5-3 Bas a sweet spot between capacity

and inference cost. The GRPO loop then proceeded as follows:

1. Sample a mini-batch of prompts and their reference labels.

2. Generate thoughts + verdicts with the current policy; mask the thought region during scoring so that

only the final word contributes to reward.

3. Assign a binary reward (+1 if the verdict matches the label, O otherwise) and compute the GRPO loss,

which pushes the model to rank the correct prediction higher relative to other tokens in the batch.

4. Update the policy; iterate.

Training remained stable for ~1.6 epochs, an advantage often reported for GRPO when rewards are

verifiable and binary.

3.3 Evaluation

Datasets

Finetuning

B Evaluations

Playground

API Keys

Stats

Billing

@ studio.premai.io

€ Evaluation Details

Patient doc analysis evaluation completed
594€040-0600-4232-9¢89-C7d407e9e3d3 doc analysis doc analysis 1
Evaluation Prompt

Evaluate whether if the assistants final part of the response matches with that of the reference answer. The answer can have reasoning and lot of things, but all you need
to check is the final answer and compare it with the final answer of the reference. The Answer's should be either CORRECT or INCORRECT. So if Both are CORRECT or both are
INCORRECT then evaluate it as correct as wrong.

Average Scores

ft-qwen2.5-3b- ing-a70cf4f7-ee0d-4ba2-bfet gpt-4o gpt-4o-mini
28d59602931b

Average Score: 60% Average Score: 50%
Average Score: 90%

Results per Datapoint

Datapoint (User Message) ft-qwen2.5-3b-reasoning-a70cf4f7 gpt-do gpt-4o-mini
Patient note: A 2-month-old boy, weighing 2180 g, case of severe tr... 100% 100% 0%
Patient note: A 58-year-old Caucasian female presented to her local ... 100% 0% 0%
Patient note: A 25-year-old man presents to his primary care physici... 100% 100% 100%
Patient note: A 67-year-old male residing in a nursing home is broug... 100% 100% 100%
Patient note: A 68-year-old female resident of a nearby nursing hom... 100% 100% 100%
Patient note: A 75-year-old female residing in a nursing home is bro... 100% 100% 100%
Patient note: A 61-year-old male with a history of chronic kidney dis... 100% 100% 100%
Patient note: A 67-year-old patient is admitted to the hospital with fe... 100% 100% 100%
Patient note: The patient is a 57-year-old with a noted history of sig... 100% 100% 100%
Patient note: A 67-year-old female patient was admitted to the ICU d... 100% 100% 100%

At the per-record level (figure above) the tuned 3 B model achieves perfect alignment on the vast majority

of cases and, crucially, exposes its justification.
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ft-qwen-3 B-reasoning GRPO 90 %
Aug + 3K - 60 %
gpt-4o0-mini - 50 %
In the playground screenshot the model first reflects on airway management, postoperative analgesia, and

vital-sign stability before committing to <answer>CORRECT</answer>a behaviour impossible to obtain from

an off-the-shelf closed system without heavy prompt engineering.

D <« ¢ & studio.premai.io o

Playground Settings
m

for dynamic assessment of tracheomalacia. A neonatal flexible fiberoptic bronchoscope (size
2.2 mm) was introduced through the tracheal tube. Oxygen was connected to the Model
bronchoscope. The tracheal tube was then withdrawn over the bronchoscope to allow for
assessment of trachea. The anterior tracheal wall near carina was seen to collapse with ft-qwen2.5-3b-reasoning-a70cf4f7
¢ Finetuning inspiration. Following assessment, the tracheal tube was reinserted into the trachea by
il over the Injection ium 1.2 mg was given and positive pressure
© Evaluations ventilation started. ia was maintained with 2% in oxygen and Injection System Prompt
atracurium intermittent boluses. Left anterior third intercostal space thoracotomy was done.
 Playground During dissection, the patient had an episode of hypotension and bradycardia (up to 70/min). Enter system prompt...
Surgeons were requested to immediately relieve compression of the major vessels. A fluid
bolus and Injection atropine 0.1 mg were administered. Heart rate and blood pressure returned
to normal and surgery was resumed. After the surgical procedure was complete,
neuromuscular block was reversed with Injection glycopyrolate 0.02 mg and Injection
igmine 015 mg i 2% in oxygen was continued. Bronchoscope
M stats was re-inserted through the tracheal tube. The anterior tracheal wall no longer collapsed with
inspiration. Intercostal and substernal retractions were also absent. Morphine 0.06 mg via
& Billing caudal route and paracetamol suppository 80 mg were given for postoperative analgesia.
Recovery from anesthesia was smooth. Trachea was extubated and patient was able to breathe
normally. Throughout the intraoperative period, SpO2 remained 296% 0.00

© Datasets

£ APIKeys

Creativity

<think]

The provided scenario describes a detailed anesthetic management plan for a neonate with

severe tracheomalacia undergoing aortopexy. The anesthesia induction and maintenance,
surgical intervention, ive care, and recovery are all

consistent with the clinical practices used in managing such cases.

Induction of anesthesia was done correctly.

ion & were carried out as per standard protocols for
neonates.

Post-surgical administration of analgesia is also aligned to common practice.
</think>
<answer>CORRECT</answer>

Type your message...

-
s~

A 90 % head-to-head score might look modest compared with deterministic tasks, yet several community
studies highlight that:

¢ Subjective rubrics blur the ceiling. When the label space collapses to two tokens, even minor guideline
ambiguity can erase ten percentage points.

¢ Reward sparsity can collapse chains of thought. GRPO avoids sparse rewards by giving feedback on
every batch, but spurious correlations still arise if clinical narratives share

boilerplate.learn.deeplearning.aiyugeten.github.io

¢ Evaluation itself is brittle. Practitioners note that SFT often “beats” RL on public leaderboards because

the metrics under-value reasoning quality; once richer judges are used, the advantage tends to shrink.
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Given those caveats, a 30- to 40-point margin over closed-source baselines signals that a compact, self-

hosted model can provide explainable triage without sending protected health information to external APlIs.

3.4 Practical takeaways and key considerations

¢ When to prefer reasoning FT. Choose it when the task is verifiable (you can write a crisp reward) and

explanations add operational valueaudits, regulatory compliance, or human-in-the-loop workflows.

e When SFT still wins. For fuzzy style tasks (e.g., writing tone) or when data quality is noisy, supervised

fine-tuning usually converges faster and more robustlyan observation echoed across community
experiments.

¢ Cost profile. A 3 B checkpoint runs comfortably on a single A10 GPU or even on modern CPUs at sub-

cent inference cost, enabling on-prem deployments that keep PHI inside the firewall.

I Prem Studio Technical Report 23



PREM

3. Cost Analysis

This section provides a comparative analysis of the Prem Studio pricing model versus closed source
platforms like OpenAl developer platform, highlighting how Prem’s architecture is better aligned for cost-
effective experimentation and deployment—particularly when fine-tuned models are part of the solution

Fine-tuning costs

Unlike OpenAl’s token-count-dependent pricing, Prem Studio offers fixed-price jobs for various fine-tuning
modes. This predictable pricing is crucial for iterative development, especially with small to mid-scale
datasets (IK-10K rows), as seen in our invoice parsing, ticket response, and medical judgement

experiments.

Fine-Tuning Mode Prem Studio (fixed) OpenAl (token-based)

LoRA $250 $25.00 /1M tokens
Full Fine-Tuning $5.00 $25.00 / 1M tokens
GRPO (Reasoning FT) $1000 Not Supported

So, On Prem, you can fine-tune a 2M-token dataset for $2.50 to $5.00, where as On OpenAl, the same
dataset costs $50.00+, with no GRPO or LoRA support. This means Prem is 10x—20x cheaper per run,

making iterative experimentation viable even under budget constraints.
This fixed-cost structure becomes especially advantageous when running:

e Multiple fine-tuning variants (e.g., LoRA vs. full)
¢ Multi-model tuning (e.g., Qwen-1.6B, Qwen-3B, Qwen-7B)

¢ Augmentation + Re-tuning cycles (as shown in customer support and medical tasks)

Fine-tuning costs

Serving fine-tuned models at scale—especially when embedded into production pipelines—can rapidly
become cost-prohibitive on OpenAl, where inference runs up to $15.00 per million output tokens for
GPT-40 and $1.20 for GPT-40-mini.

In contrast, Prem’s flat inference rates (for any hosted or fine-tuned SLM) are extremely economical:

Model Type Input (per 1M tokens) Output (per 1M tokens) Total Inference Cost

Prem SLM (all sizes) $010 $0.30 $040
OpenAl GPT-40 $5.00 $15.00 $2000
OpenAl GPT-40-mini $0.30 $1.20 $150
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So, this means for an inference server which processes over 10M tokens/month:

* Prem SLM: $4.00 total
¢ GPT-40-mini: $15.00 total
e GPT-40: $200.00 total

Prem saves ~50x vs. GPT-40 and ~4x vs. GPT-40-mini, which is a huge drop in terms of price.

Experimentation and evaluation cost

Prem Studio is purpose-built for multi-run experimentation. It offers fixed, ultra-low prices for tasks that
developers frequently perform during model iteration:

Data Augmentation $0.01 / datapoint Not available
Model Evaluation $0.01 / sample Must call GPT for each eval
Playground Testing Included Token-charged

In our support-ticket augmentation experiment (from 500 » 3K samples):
» Total augmentation cost: 2,500 x $0.01 = $25.00
 Evaluation of 3 models on 300 samples: 3 x 300 x $0.01 = $9.00

So, Total experimental loop (aug + eval + tuning) would cost around $39.00(approx) where as doing the
same thing equivalent in OpenAl (with GPT-40-mini): likely $100-200+

Summary
Fine-Tuning (LoRA) $250 total ~$50.00+
Fine-Tuning (Full) $0.01/ sample ~$50.00-$100.00+
Reasoning FT (GRPO) $10.00 total Not Available
Inference per 1M tokens $0.40 $150 (mini) / $20.00 (GPT-40)
Augmentation per point $S0.01 Not Available
Model evaluation per call $0.01 Full GPT API call required
On-prem deployability Yes No
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In short, Prem Studio offers 10x—50x cost savings across the ML lifecycle, without sacrificing quality,
flexibility, or control. For teams building specialised SLMs—whether for support automation, clinical QA, or
document parsing—Prem’s transparent and low-cost pricing unlocks rapid iteration without vendor lock-in

or escalating API bills.
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